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Abstract: 
Artificial Intelligence (AI) has become increasingly prevalent in various industries, including cybersecurity. While AI can be beneficial 

to society, it can also be leveraged by cybercriminals to conduct sophisticated and widespread attacks that can generate many victims. 

This study examines the latest AI tools and techniques cybercriminals use, including AI-empowered malware and social engineer- 

ing via GPT-like applications. Using Choi’s (2008) Cyber Routine Activities as theoretical framework and social media analytics, the 

current study explores potential risks and trends of AI-powered cybercrime, suggests countermeasures, and recommends policies to 

address emerging threats. Our findings highlight the need to raise awareness of the intersection between AI and cybercrime and pro- 

vide a foundation for innovative approaches to mitigating emerging threats in cyberspace. The results also illustrate the importance 

of understanding the potential dangers of AI in cybersecurity. Implications in identifying ways to prevent and mitigate the impact of 

emerging cyber threats are also discussed. 
 

Introduction 

Artificial Intelligence (AI) stands as one of the most transformative technologies of our era, promising 

to revolutionize nearly every facet of human existence. Its rapid development has spurred a wave of innova- 

tion across diverse industries, with over 90% of leading businesses and organizations planning to integrate 

AI into their operations, there is a strong belief that AI will significantly enhance their business perfor- 

mance (Haan, 2023). Projections indicate that the AI market is poised to reach a staggering value of $407 

billion by 2027 (Haan, 2023), reinforcing this groundbreaking technology’s profound impact and expansive 

potential. AI is commonly described as machines exhibiting intelligence akin to humans (Xu et al., 2021). 

Among AI fields, machine learning, particularly deep learning, is prominent in enabling computers to learn 

from vast amounts of data (Soori et al., 2023). Deep learning is preferred for its superior accuracy over oth- 

er AI methods. This methodology relies on the principle of universal approximation, indicating that under 

specific conditions, any neural network can simulate any function (Copeland, 2016). AI encompasses a di- 

verse range of disciplines with the goal of developing machines and systems capable of executing tasks typ- 

ically associated with human intelligence, including perception, reasoning, learning, decision-making, and 

problem-solving (Joiner, 2018). Rather than a singular technology or approach, AI comprises many methods 

and applications drawn from fields like computer science, mathematics, statistics, engineering, psychology, 

and philosophy (Goel, 2023). 

ChatGPT is a prime example of a language model developed using deep learning techniques. ChatGPT 

reached a significant milestone by garnering 1 million users within its initial five days of availability, high- 

lighting its remarkable adoption rate (Haan, 2023). 
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Nonetheless, through training a deep-learning network on such extensive data, its performance has 

reached remarkable heights. AI has already surpassed humans in tasks like image and text classification, 

marking the beginning of an era where practically anyone can explore AI development. The technicalities of 

ChatGPT play a significant role in understanding its routine application. Human-like text makes it tremen- 

dously easy for an individual to utilize it for a variety of purposes (Roose, 2023). In the political realm, the 

release of ChatGPT initiated the AI arms race due to its popularity and information-gathering capabilities 

(Roose, 2023). 

The swift progress of AI has yielded numerous advantages, such as enhanced efficiency and deci- 

sion-making capabilities. However, it has also introduced new risks and hurdles. Foremost among these 

concerns is the potential misuse of AI, notably in cybercrime. With AI technology advancing and growing in 

complexity, it has become an enticing instrument for cybercriminals to exploit in their operations. The un- 

ethical use of AI and ChatGPT utilization has materialized as a significant problem because it propagates 

cybercriminals’ underlying motive (Allan, 2023). Cybercriminals have notoriously discovered that AI and 

ChatGPT can be used maliciously, such as drafting phishing emails and malware codes (Getahun, 2023). 

Due to the ease of human-like responses, ChatGPT and novel AI models have provided cybercriminals with 

the adroit facilitation of cybercriminal activities (Getahun, 2023). ChatGPT prides itself on ease and sim- 

plicity, so cybercriminals have exploited this intention to suit their malicious narratives (Getahun, 2023). 

More prominently, experienced cybercriminals have utilized the structure of Large Language Models (LLMs) 

to build their own evil-intentioned versions of ChatGPT (Kaspersky, 2024). Malevolent versions of ChatGPT 

and similar LLMs have emerged on the dark web, a section of the internet inaccessible to regular search en- 

gines like Google or Bing (Kaspersky, 2024). 

Against this backdrop, this study examines the intricate relationship between AI and cybercrime, par- 

ticularly focusing on how AI can be exploited for malicious purposes. It offers a thorough examination of the 

current landscape of AI and its exploitation in cybercrimes while also addressing the challenges and oppor- 

tunities inherent in mitigating the risks associated with AI-driven cyberattacks through the lens of the Cy- 

ber Routine Activities theoretical framework. 

To achieve this objective, we employed thematic analysis, drawing insights from a comprehensive re- 

view of pertinent literature and expert interviews. Using the Cyber Routine Activities perspective as the 

theoretical foundation, we conducted interviews with academic and practical experts in cybercrime, cyber- 

security, and criminal justice. The data collected from these interviews was then thematically analyzed to 

understand the issue of AI and cybercrime as well as to generate theoretical and practical implications. 

Literature Review 

Artificial Intelligence, Large-language models, and Cybercrime 

The concept of AI has been around for centuries, with ancient Greek myths featuring mechanical ro- 

bots capable of performing human-like tasks (E, 2024). However, it was only in the mid-20th century that 

the term “artificial intelligence” was coined by John McCarthy, Marvin Minsky, Nathaniel Rochester, and 

Claude Shannon, who proposed a summer research project on AI at Dartmouth College in 1956 (Dick, 

2019). The year 2022 challenged and reshaped the complacent assumptions regarding technology and its p- 
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erceived limitations. The introduction of the large-language model (LLM) ChatGPT transformed an already 

pronounced disruptive industry and introduced users to the novelty of mass autonomy. The prominence of 

ChatGPT is evident in its rapid acceptance and increasing popularity. 

Acknowledging the technical foundations is imperative, as ChatGPT is built upon the foundation of 

LLMs. A LLM is a facet of an artificial intelligence program that can identify and produce text based on ex- 

tensive sets of coded data (Ghosh, 2023). LLMs are built on the foundation of machine learning, which en- 

tails an algorithm unbounded by specific instructions. Distinct from other software algorithms, machine 

learning is driven by the aim of mimicking human cognizance. It is important to note that while machine 

learning and AI are utilized synonymously, the concepts are different and vary in contextual applications. 

In particular, since LLMs are rooted in machine learning principles, grasping the concept of a transformer 

model is crucial (Ghosh, 2023). 

A transformer model is a neural network, which is a program that mimics the human brain’s decision-mak- 

ing process, utilizing mechanisms akin to how biological neurons collaborate to recognize patterns, evaluate 

choices, and reach conclusions (Giacaglia, 2019). Moreover, a transformer model is a type of neural network de- 

signed to grasp context and infer meaning through the intricate tracking of data relationships (Merrit, 2022). 

Unlike other neural networks, transformers are unique because of their ability to produce almost human-like 

text from prompts provided with accuracy and validity (Zewe, 2023). 

 

Theoretical Framework: Routine Activities Theory and Cyber-Routine Activities Theory 

In 1979, Lawrence Cohen and Marcus Felson formulated a theory that garnered widespread attention 

and significantly influenced the development of criminological theories. The routine activity approach evinc- 

ed that instead of solely focusing on the characteristics of offenders, the circumstances under which predto- 

ry criminal acts occur should also be considered important. The Routine Activities Theory (RAT) thus poits 

that criminal acts necessitate the convergence in space and time of 1) motivated offenders, 2) suitable targe- 

ts, and 3) the absence of effective guardians against crime as core three tenets (Cohen & Felson, 1979, p.588). 

Cohen and Felson, the structure of quotidian activities shapes criminal opportunity, thereby influencing tr- 

ends in a category of crimes. Drawing upon these three elements, Cohen and Felson assert that the absence 

of any single component is sufficient to hinder the successful execution of a crime (Cohen & Felson, 1979, p. 

588). 

A substantial body of research has tested the tenets of RAT to assess its role in cyberspace, particu- 

larly emphasizing the facet of digital capable guardianship due to its significant role in reducing crime vic- 

timization. For instance, the role of the capable guardian is discussed in a recent study concerning older 

and younger fraud victims. Parti’s (2023) study applied RAT to discern how fraud against older and young- 

er victims can be mitigated by the presence of social (capable) guardians, such as relatives. The study also 

addressed technical measures, like antivirus tools, acting as forms of digital capable guardianship (Par- 

ti, 2023). Similarly, another study applied RAT to determine the role of online capable guardianship in un- 

derstanding online identity theft in Europe at both the country and individual levels (Williams, 2015). This 

study highlights the importance of analyzing country-level and individual-level data to understand cyber- 

crime issues and emphasizes that the implementation of cybersecurity strategies at both government-man- 

dated and individual levels serves as effective capable guardianship, thereby reducing victimization (Wil- 

liams, 2015). 
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Moreover, Reynald’s (2018) research underscored that due to ever-evolving technology, digital capable 

guardianship can be manifested not only through individual awareness and solutions but also by utilizing 

technology to facilitate collective action at the community level. Technology can be leveraged to emphasize 

social norms on digital platforms and promote better cyber practices, which reinforce individual and collec- 

tive awareness and action, resulting in a reduced likelihood of victimization (Reynald, 2018). Furthermore, 

while technical measures are proposed as solutions or placeholders for capable guardianship, recent studies 

emphasize the role of actual people in the digital domain as more effective measures for cybercrime preven- 

tion. 

For example, in a study regarding cyberbullying, the concept of capable guardianship is discussed in 

the context of law enforcement and online community enforcement (Kao et al., 2017). Kao and colleagues 

(2017) showed that an increase in guardianship roles positively affects the reduction of victimization, par- 

ticularly through the presence of online persons safeguarding individuals from cyber harm. Additionally, 

the authors introduced webmasters as capable guardians, who are supervising administrators of respective 

social media platforms acting as overarching guardians for individuals participating on those platforms. 

This notion emphasizes that online guardian enforce a sense of community and safety, mandating social 

norms and guidelines that reduce cybercrime (Kao et al., 2017). Moreover, the proposed increase and imple- 

mentation of capable guardians on digital platforms arise from the issue that individuals are overly exposed 

and more likely targets for motivated offenders due to various online activities (Pratt et al., 2010). While 

online activities are inevitable due to the everyday use of technology, the only effective prevention measure 

can be implemented through vigilant and stricter guardianship (Pratt et al., 2010). 

As mentioned, RAT is predominantly used in understanding crimes occurring in the physical domain; 

however, its principles can be extended to the cyber realm by integrating components in cyberspace. With 

the significant proliferation of technology integration into people’s lives and the widespread adoption of so- 

cial media, the use of technology has become an indispensable aspect of everyday life, evolving into a rou- 

tine activity. Highlighting the concept of routine activity, Choi’s Cyber RAT theory explains how Cohen and 

Felson’s notion of target suitability sheds light on lifestyle factors that contribute to potential victimization 

in computer crimes (Choi, 2008, p.309). In Cyber RAT, the emphasis is on individuals’ everyday routines 

in cyberspace, encompassing both online vocational and leisure activities, which increase the risk of com- 

puter crime victimization. Moreover, capable guardianship, or its absence, plays a vital role in cyberspace 

by ensuring the cybersecurity of individuals when using technology (Choi, 2008, p.309). The implementa- 

tion of Cyber Routine Activity Theory (RAT) has been crucial in understanding the significant role of capa- 

ble guardianship in the digital domain (Griffith et al., 2023). The spatial and temporal divergence inherent 

in the digital domain emphasizes the importance of capable guardianship due to the vast array of platforms 

and the immense number of users (Griffith et al., 2023). An essential aspect of capable guardianship is the 

concept of “contextual awareness,” which indicates that effective capable guardians must have a basic un- 

derstanding of situational context (Vakhitova & Reynald, 2014). By being aware of the situational context, 

a capable guardian develops contextual awareness, which enables them to distinguish between normal dai- 

ly routines and criminal activities. The absence of contextual awareness can lead to lapses in proper capa- 

ble guardianship, thereby jeopardizing individuals (Vakhitova & Reynald, 2014). 

In Cyber RAT, motivated offenders and suitable targets are considered inherent due to the expansive 

nature of the Internet and routine activities like social networking, banking, etc. (Choi, 2008, p.311). Within 
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cyberspace, motivated computer criminals can easily identify suitable targets among online users who connect 

to the Internet without precautions or fail to equip adequate computer security measures. The inherent visi- 

bility and accessibility within the cyber environment empower motivated offenders to potentially identify tar- 

gets and perpetrate offenses from any location worldwide (Choi, 2008, p.312). Furthermore, the digital domain’s 

widespread accessibility continually presents infinite opportunities that make a target suitable (Smith & Sta- 

matakis, 2021). Moreover, due to the abundance of overly exposed, suitable targets, individuals engaging in ma- 

licious activities do not necessarily need extensive experience (Smith & Stamatakis, 2021). This accessibility 

and target-rich environment reduce the barrier to entry for cybercriminals, allowing them to exploit vulnera- 

bilities with relative ease. As a result, even individuals with minimal technical expertise can perpetrate cyber- 

crimes, highlighting the critical need for digital capable guardianship (cybersecurity) is the most crucial factor 

in determining the extent of computer crime victimization. 

Amidst the domain of AI, offenders are using AI to perpetrate new types of crime, driven by the desire to 

exploit its capabilities and encounter an infinite pool of suitable targets. Motivated offenders are harnessing 

AI to create malware, phishing campaigns, deep fakes, and other harmful cyber threats and attacks (Mitchell, 

2023). Without overarching regulations mandating user security implementation in AI, the responsibility for ca- 

pable guardianship falls upon individuals’ cyber hygiene and activities on the internet or related technologies 

(Scharre & Chilukuri, 2024). Aligned with and Cyber RAT, the presence or absence of cybersecurity emerges 

as the sole controllable factor in cyberspace. Prioritizing individual cyber hygiene emerges as the most effective 

strategy for mitigating the risks of victimization stemming from AI-based threats. Given the rapid evolution of 

AI and its evolving role in facilitating cybercrime, it is necessary to understand the digital transfer of AI-adopt- 

ed malicious information between the dark and clear web. Additionally, there is a need to better comprehend 

the influence of media dissemination on the propagation of these crimes. Therefore, this study seeks to address 

the following research questions: 

1. How is information involving malicious use of AI distributed and used on both the dark web and the 

clear web, and what are the mechanisms for its transfer between these domains? 

2. What role does media dissemination play in the spread of AI-facilitated cybercrime? 

3. How can individual cyber hygiene practices be improved to reduce the risks associated with AI- 

based threats? 

Methodology 

To address the research questions comprehensively, the current study adopted both quantitative and qual- 

itative approaches to examine the role of artificial intelligence in facilitating cybercrime activities across the 

clear web and dark web. Each approach provided us with unique and valuable insights, and implementing both 

approaches allowed us a comprehensive understanding of the topics. Our quantitative research provided in- 

sights into AI-generated prompts and the discussions surrounding these prompts on online forums, while our 

qualitative research informed us on the legal, technical, and policy solutions needed to address the findings from 

the quantitative research. This combined approach ensured that our recommendations were grounded in a thor- 

ough understanding of both the technical and human factors influencing cybercrime. 

Data Collection 

First, a quantitative approach was employed to collect evidence of AI-generated prompts used for malicious 
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purposes and to categorize the types of forums and specific content found on both the clear and dark web. 

The data for quantitative analysis was retrieved through the TOR (The Onion Router), a free, open-source 

browser recognized for its capabilities to encrypt web traffic. These end-to-end encryption capabilities safe- 

guard online traffic and thus offer data privacy and anonymity for users. In the current study, we collected 

102 prompts that contained malicious use of AI across clear and dark web. We recorded each with details 

about the software used for input, such as ChatGPT, and screenshots of these prompts were included in the 

database as a part of the data collection process. 

In addition to collecting the prompts, we examined various online forums on clear web and dark web 

for discussions and exchanges related to AI-generated prompts for malicious uses. Specifically, we identi- 

fied eight distinct forums that served as platforms for AI-generated prompts: FlowGPT, Respostas Ocul- 

tas, Reddit, Dread, Legal RC, Hidden Answers, Dark Net Army, and YouTube. Most of the discussion was 

written in English, reflecting widespread use of English as the lingua franca in online communities. How- 

ever, some posts were in other languages, including Russian and Portuguese, highlighting the diverse lin- 

guistic landscape of the online forums where AI-generated prompts for malicious activities are exchanged 

and discussed. In those cases, we translated the messages using the Google Translate service to understand 

the nature of the content and cybercrime tactics being discussed. These posts provide evidence that cyber- 

crime is a global issue, and it extends beyond English-speaking communities. The fact that people from var- 

ious linguistic and cultural backgrounds are actively engaging in and learning cybercriminal tactics in ways 

that are accessible and relevant to them reinforced the importance of the current study and the need to ad- 

dress the issue from a global perspective. 

Next, the qualitative data collection process involved conducting semi-structured expert interviews 

with six experts in cybercrime, cybersecurity, and criminal justice. These experts, selected from both ac- 

ademic and practical backgrounds in relevant areas, were contacted and invited for interviews by email. 

The selected experts were distinguished academics and practitioners with substantial engagement in artifi- 

cial intelligence, technology, and related policy issues. Out of the total 13 experts contacted, six were avail- 

able during the data collection timeframe and agreed to participate. The interviews were conducted either 

through written statements or via virtual meetings from September to December 2023. To address the sec- 

ond and third research questions, the participants provided their insights into AI’s role in media, cyber hy- 

giene, and policy implications. Their extensive knowledge and experience offered a balanced view that was 

essential for addressing the complex challenges and opportunities at the intersection of AI, technology, and 

policy in the current study. 

The interview process began with open-ended questions to encourage broad and conceptual responses 

and was followed by more structured questions to gather specific information relevant to the study. The av- 

erage length of interviews conducted via Zoom was approximately 45 minutes. Each participant was briefed 

on the study’s purpose and procedures before the interviews and was asked whether they consent to provid- 

ing their responses and contributions anonymously. To ensure anonymity, the six experts who participated 

in the interview were numbered from 1 to 6, and this notation was used throughout the data collection and 

analysis process. All relevant responses were transcribed and incorporated into the analysis after the inter- 

views. After transcribing the oral interview data, no personal information was included in the final dataset 

to maintain confidentiality of the process. 
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Analytical Framework 

In conceptualizing and analyzing the interview questions, we apply Choi’s (2008) Cyber RAT as our 

framework. The Cyber RAT framework extended the traditional Routine Activities Theory to better explain 

computer crime victimization by underscoring that, in the digital age, the presence of motivated offenders is 

inevitable due to the internet’s broad accessibility and anonymity it provides in the cyberspace. The Cyber 

RAT emphasizes that the convergence of suitable targets and the absence of capable guardianship, often 

due to risky online behaviors, significantly increases the likelihood of cybercrime victimization. Since any- 

one using the internet can potentially be a target, and the vastness of the internet limits effective guardian- 

ship, the study suggests that reducing cybercrime victimization is more effectively achievable through safe 

online behaviors and enhanced digitally capable guardianship, including cybersecurity measures and tech- 

nical solutions. The Cyber RAT provided a strong analytical framework in understanding the factors relat- 

ed to cyber victimization by focusing on capable guardianship and individual cyber hygiene as means to re- 

duce the likelihood of victimization. 

To examine these ideas, the interview questions for this study focused on two key concepts derived 

from the Cyber RAT framework: online lifestyle and digital capable guardianship. The questions posed to 

the interviewees are as follows: 

1. What important things might people miss when the media talks about AI, especially regarding 

staying safe online and how AI affects our daily lives? 

2. How are perspectives and attitudes towards AI usage evolving? Should there be stricter regula- 

tion or a gradual reduction in its deployment to address concerns about ethics, privacy, and safety? 

If you do, how so? 

3. How do you perceive the changing perspectives and psychological attitudes surrounding the uti- 

lization of AI, and what considerations should inform decisions regarding whether there should be 

stricter regulation or a gradual reduction in its deployment? 

4. How can the potential consequences of malicious AI usage originating from the dark web be 

minimized for the clear web? What practical measures can be implemented to mitigate risks as a 

government, organization, and individuals? Additionally, considering the widespread dissemina- 

tion of information, how can efforts be directed toward addressing victimization effectively? 

The data gathered from written statements and recordings of virtual interviews were then reviewed to 

identify recurring themes across the expert responses. The analysis was conducted consistent with the The- 

matic Analysis Process laid out in Naeem et al. (2023). The process began with transcription, familiariza- 

tion with the data, and selection of quotations, followed by the selection of keywords, coding, theme devel- 

opment, and finally, conceptualization through the interpretation of keywords, codes, and themes (Naeem 

et al., 2023). It was a systematic process in the way that it followed a structured, sequential approach to in- 

terpreting research data, with each stage building on the previous one. Through this process, we systemati- 

cally categorized similar statements and messages into distinct themes, enabling deeper analysis and inter- 

pretation for our research (Naeem et al., 2023). 

To effectively address the research questions, a mixed-methods approach was essential, given the com- 

plexity of AI’s role in cybercrime and the need to capture both its broad impact and nuanced details. The q- 



International Journal of Cybersecurity Intelligence and Cybercrime, Vol. 7, Iss. 2, Page. 28-53, Publication date: September 2024. 

Investigating the Intersection of AI and Cybercrime Shetty et al. 

35 

 

 

 

uantitative data offered a wide-ranging overview of the prevalence and types of AI-facilitated malicious ac- 

tivities across the dark and clear web, including statistical analysis of AI-generated malicious prompts and 

their dissemination patterns. Complementing this, the qualitative component, through expert interviews, 

provided deeper insights into the contextual and experiential aspects of AI, cyber hygiene, and policy impli- 

cations. This combination allowed us to examine experts’ perceptions, experiences, and recommendations, 

and thus effectively enhanced our understanding of the phenomena. The qualitative findings were particu- 

larly valuable in informing and contextualizing the quantitative results, resulting in a comprehensive anal- 

ysis that would not have been possible with a single-method approach. 

Results 

Results of Malicious AI Prompts Analyses 

Through TOR, clear and dark web websites were accessed to establish a dataset comprising 102 ma- 

licious AI prompts. As displayed in Table 1, within the collected forums in the clear and dark web, we en- 

countered a variety of AI tools, with three specific GPT tools being prominent: WormGPT 3.0, WormGPT, 

and primarily ChatGPT. These tools were employed for a range of malicious activities, such as creating 

malware, ransomware, phishing schemes, and jailbreaking techniques. We also identified numerous in- 

stances of DAN prompts on both clear and dark web sites. DAN, which stands for “Do Anything Now,” is a 

command used to “jailbreak” ChatGPT or similar large language models (LLMs) and to enable users to cir- 

cumvent restrictions and access their full functionalities (Pratt, 2023). In this context, jailbreaking refers to 

removing software restrictions imposed by manufacturers, thereby unlocking the full potential of the device 

(Burdova, 2023). 

Table 1. Descriptive Statistics (n = 102) 
 

Variables n Percentage 

Location and Forum   

Darkweb forums 64 62.7% 

FlowGPT website 19 18.6% 

Respostas Ocultas 5 4.9% 

Dread 13 12.7% 

Legal RC 25 24.5% 

Hidden Answers 1 1.0% 

Dark Net Army 1 1.0% 

Surface web forums 38 37.2% 

Reddit 29 28.4% 

Youtube 9 8.8% 

GPT Tools   

ChatGPT 77 75.4% 
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WormGPT 25 24.5% 

Content Type   

BEC 2 2.0% 

Brute force 1 1.0% 

Capturing keystrokes 1 1.0% 

Carding 1 1.0% 

Cookie Stealer 1 1.0% 

DAN 2 2.0% 

Fraud 1 1.0% 

Hacking 9 8.8% 

Jailbreak ChatGPT 46 45.1% 

Jailbreak WormGPT 1 1.0% 

Keylogger 2 2.0% 

Malicious Script 1 1.0% 

Malware 16 15.7% 

Phishing 4 3.9% 

Ransomware 2 2.0% 

Scam 1 1.0% 

Spyware 1 1.0% 

SQL Injection 1 1.0% 

Worm 9 8.8% 

Total 102 100.0% 

The chats additionally depicted specialized statements indicative of specialized cyber techniques and 

tactics. These included references to activities such as “Cookie Stealer,” “SQL Injection,” “Capturing Key- 

strokes,” “Carding,” “Brute force,” and “Keylogger” (Table 1). These terms signify specific methods cyber- 

criminals employ to exploit vulnerabilities, gain unauthorized access, and carry out illicit activities with- 

in digital environments. The dissemination of information was also assessed by measuring the correlation 

between the number of forum users and the frequency of discovered prompts. Our analysis revealed a wide 

range in the forum user base, with the observed count ranging from 4,430 to 4,600,000 individuals. This 

variation in user engagement highlights the potential reach and impact of AI-generated prompts for mali- 

cious activities across diverse online communities, and it highlights the importance of understanding the 

dynamics of information dissemination in combating cyber threats. 
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The following screenshots from the data illustrate examples of prompts found on both the dark web 

and the clear web, offering a detailed overview of the types of cybersecurity threats discussed in these fo- 

rums (Figures 1 through 8). These examples highlight the pervasive nature of these threats across different 

online platforms. 

 

Figure 1: A malware prompt provided by WormGPT 3.0 
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Figure 2: step-by-step guideline on exploiting vulnerabilities 

 

Figure 3: A Do-Anything-Now Prompt found on the Reddit onion site 
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Figure 4: A Do-Anything-Now Prompt found on Dread 

 

Figure 5: A malware prompt provided by WormGPT 3.0 
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Figure 6: A phishing scam prompt provided by ChatGPT 



International Journal of Cybersecurity Intelligence and Cybercrime, Vol. 7, Iss. 2, Page. 28-53, Publication date: September 2024. 

Investigating the Intersection of AI and Cybercrime Shetty et al. 

42 

 

 

 

 

Figure 7: A YouTube video on writing Malware 
 

Figure 8: A phishing prompt provided by WormGPT 
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Results of Expert Interview Analyses 

The expert interviews were conducted to gain a better understanding of the potential risks AI poses to 

the already risky online behaviors as well as changing perspectives and psychological attitudes surrounding 

AI utilization within the Cyber RAT framework. This approach allowed us to identify strategies for enhanc- 

ing capable guardianship and increasing awareness among suitable targets or internet users. 

Online Lifestyle & Media: Suitable Targets 

Consistent with the Cyber RAT perspective, experts discussed how changes in online lifestyles have in- 

fluenced the risk of victimization related to AI-based attacks. A prominent theme that emerged from the in- 

terviews was the role of media in shaping the narratives about AI technology and its implications. As dis- 

cussed above, the rise of ChatGPT and other emerging AI technologies has sparked significant discussion on 

social media about the evolving online behaviors of internet users. Driven by both curiosity and the quest 

for innovation, the introduction of powerful open-source tools has marked a milestone in global internet us- 

age. While media coverage often portrays ChatGPT and similar AI technologies as potentially threatening, 

the primary concerns frequently revolve around the fear of AI displacing human jobs. Instead of focusing on 

security risks, the discourse primarily highlights anxieties about automation and its implications for em- 

ployment opportunities. This narrative reflects broader societal fear about technological advancement and 

its implications for labor markets. Expert 5 elaborated more on this note: 

We’ve gone from awe at the technological advancement, to suspicion and shock at some of its more 

harmful actions like deepfakes and fear of job loss. Right now, the narrative seems to be one of cau- 

tious optimism where people are open to seeing “where it goes”; ironically, that attitude may have 

come from actually using AI tools and experiencing its limitations. But then, people seem to down- 

play how fast this tech is really evolving, with more widespread and more targeted training. Or the 

fact that even basic AI models can code and run programs very easily. 

Another emergent theme was ethical concerns in the use of AI technology, especially about autonomy 

and control of the users in digital environments. As evidenced in Leffer (2023), with AI permeating every 

sector, the omnipresence of technology in the online lifestyles of individuals has heightened everyday anx- 

iety about its implications. Rather than focusing solely on individualistic concerns such as privacy and se- 

curity, the media and online lifestyle discourse have shifted the narrative toward a perceived competition 

between AI and humans. This shift emphasizes a broader societal unease about the impact of AI on jobs, in- 

terpersonal relationships, and even personal identity. However, the ethical considerations that once domi- 

nated discussions about AI have taken a backseat to concerns about economic disruption and the potential 

erosion of human relevance in an increasingly automated world. Expert 1 further provided relevant in- 

sight: 

From personalized recommendations to automated decision-making processes, AI algorithms influ- 

ence our choices and behaviors in subtle yet profound ways. However, these influences aren’t always 

transparent or aligned with individual preferences, raising questions about autonomy and control 

in our digital lives. Moreover, discussions about AI often overlook the socioeconomic implications of 

its deployment. While AI has the potential to streamline operations and drive innovation, it also has 
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the capacity to exacerbate inequalities and displace certain jobs. Failure to acknowledge these socioeco- 

nomic dynamics can lead to a skewed understanding of AI’s impact on society and hinder efforts to ad- 

dress its broader implications. 

Furthermore, the emergence of terms like fear of obsolescence or “FOBO,” which encapsulates the fear 

of AI rendering humans obsolete, sheds light on the profound anxiety surrounding AI’s rapid integration 

into society. As shown in Whiting (2023), such fear may drive a drastic openness to AI, characterized by a 

lack of regulation and ethical oversight, as individuals grapple with the notion of not rejecting AI but rath- 

er embracing it for their own benefit. 

However, amidst this rapid embrace, there’s often a lack of awareness regarding the unethical ad- 

vancements and potential consequences of unchecked AI development. The allure of technological progress 

and the promise of personal convenience can overshadow critical considerations about the broader soci- 

etal impact of unregulated AI deployment. As such, there’s a pressing need for greater public education and 

transparent dialogue about the ethical boundaries and implications of AI, ensuring that the pursuit of tech- 

nological advancement is balanced with ethical responsibility and societal well-being. Additionally, while 

the broader population seeks to make AI more tangible and relevant in their lives, there’s a concerning 

trend of criminal exploitation of AI for nefarious purposes under the guise of the same intention. As individ- 

uals and industries embrace AI for its potential benefits, malicious actors are leveraging its capabilities for 

various criminal activities, including fraud, cyberattacks, and misinformation campaigns. Expert 3 shared 

viewpoints regarding the concern about potential harmful use of AI: 

Those interested in manipulating larger populations, such as with elections, will be able to use AI to 

create false news that could be instrumental in influencing voters. There have been cases in the past 

where politicians – Obama as one, was seen making a speech that he never made, in which even close 

examination of his mouth as he spoke, did not reveal that the entire speech was fabricated. With AI, one 

no longer has to be a seasoned computer expert to achieve similarly fabricated news, as the tools to do so 

become more easily available to much less seasoned users of technology. While many will use AI for fun 

and entertainment, others who have criminal intent will use AI to successfully commit crimes. 

In addition to the general prevalence of AI, an individual’s use of AI is also influenced by the informa- 

tion consumed on the discourses surrounding AI and the political landscape governing its implementation. 

The narratives, debates, and policies shaping AI’s societal role contribute significantly to how individuals 

perceive and interact with AI technologies. Information gleaned from media, academic discourse, and politi- 

cal rhetoric shapes public attitudes toward AI, influencing decisions regarding its adoption, regulation, and 

ethical considerations (Powell & Dent, 2024). Moreover, the political climate surrounding AI implementa- 

tion can determine the accessibility, affordability, and ethical frameworks governing its use, further shap- 

ing individuals’ engagement with AI technologies. Expert 5 provided more insight on relevant concerns that 

warrant our attention: 

So far, we’ve heard a lot of media-led discussion on the ethics of AI controlling our lives and taking 

away jobs, plagiarism in education, morphed images with generative AI which may pose a particular 

concern for women and children safety and fake news, and to a lesser extent, on intellectual property 

theft that would most affect digital artists and creators. But we are at least talking about these. I think 
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it’s particularly important to pay attention to the non-consensual use of information by web-scraping 

software and limit access of AI to data sources and repositories that are usually paywalled or gated of. 

While the ethical considerations of AI are being earnestly taken into account, there exists a discourse 

advocating that its limitations should not be overly constrained, as the benefits of AI innovation may have 

positive impact. This perspective posits that AI’s advancements have the potential to revolutionize vari- 

ous facets of society, from healthcare and education to transportation and entertainment, thereby enhanc- 

ing the quality of life and driving economic growth. However, with ethical considerations clashing with the 

criminal use of AI, concerns over the stifling of innovation have also emerged. Additionally, how individuals 

selectively engage in online lifestyles adds another layer to the conversation, highlighting the complex in- 

terplay between technological progress and societal behavior. Proponents of this viewpoint argue that strin- 

gent regulations or ethical constraints could stifle innovation and impede the widespread dissemination of 

AI-driven solutions that could address pressing societal challenges (Safdie & Arredondo, 2024). Expert 2 

provided an intriguing insight in relevance: 

There is a growing acceptance of the roles AI will play, largely thanks to the popularity of ChatGPT, 

Gemini (formerly known as Bard), and similar tools. I think non-governmental organizations will have 

an important part in developing ethical and regulatory frameworks around AI architecture and use… 

I do not favor government intervention at this point in history, though, as I fear it may inadvertently 

blunt innovation. I also do not want to see a reduction in the deployment of AI for the same reason. 

Many individuals who engage deeply in online lifestyles are actively participating in discourses sur- 

rounding the use of AI. Expert 2 emphasized the importance of continuing AI innovation while advocating 

for robust ethical frameworks to mitigate potential harm. This expert acknowledged the transformative po- 

tential of AI but emphasized that its development must be guided by principles that prevent misuse, es- 

pecially in extreme scenarios like warfare. By promoting ethical guidelines, Expert 2 believed that we can 

harness AI’s benefits while minimizing risks, ensuring that technological advancements contribute positive- 

ly to society without compromising safety or moral standards. Expert 2 also stated: 

I want to see ethical frameworks that deal with real and virtual harm reduction. If AI is being used to 

help kill or injure people, for instance, then that represents a threshold at which I would like to see reg- 

ulations put in place. 

Moreover, as AI’s applications permeate various industries, attention is increasingly drawn to its use 

in military contexts (Marwala, 2023). Though it may not initially seem that militarization falls under the 

category of an online lifestyle, the experts we interviewed perceived the intertwined use and presence of AI 

across all industries and online discussions as integral to this concept. Whether it involves the implementa- 

tion of AI within daily digital interactions or its role in broader discourse, our experts considered every fac- 

et of defining what constitutes an online lifestyle. This insight offers a compelling perspective on how AI 

shapes both individual and collective behaviors. It also raises the question of whether the term “online life- 

style” is too narrow to fully capture the expansive and multifaceted phenomena occurring in the digital age. 

Additionally, as cybercrime involving AI continues to rise, a multifaceted conversation about AI’s imple- 

mentation and its role in discourse is essential to discern and combat this growing threat. 
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Lack of Regulation vs. Barriers to Innovation: Lack of Capable Guardianship 

As AI gains traction in governmental regulation, its implementation has become a focal point in media 

discourse and individuals’ online lifestyles. The absence of robust guardianship in the realm of the inter- 

net and AI has generated its own set of pros and cons (Kelly, 2023). While concerns persist about the poten- 

tial extent of AI’s influence, there’s also a simultaneous embrace of its capabilities, resulting in a juxtapo- 

sition of attitudes and behaviors. This dual perspective reflects the complexity of societal attitudes toward 

AI, characterized by a mixture of apprehension and enthusiasm (Kelly, 2023). While some individuals may 

fear the implications of unchecked AI development, others see its potential for innovation and advancement 

(Kelly, 2023). Expert 3 provides further insights on this topic: 

This is where the fine line of imposing strict measures related to how AI is used can become a slippery 

slope, if those capable of imposing restrictions, are not careful in what measures they impose, and how 

quickly they do so, without having a clear understanding of what they are addressing, and how to cre- 

ate safeguards without becoming autocratic and dictatorial… any attempts to impose controls over AI 

that are done without great awareness of advances in AI, could result in ineffective controls that will be 

applicable to older AI technologies, and not address current and future advances that will prove to be 

even more powerful than AI as we know it presently. 

In addition to AI operating largely unregulated on the clear web, the dark web presents an even more 

significant threat with the integration of AI. Quantitative measures highlight the escalation of AI utili- 

zation on the dark web, introducing a new set of challenges in terms of governance and online behavior 

(Kaspersky, 2024). The clandestine nature of the dark web amplifies concerns about the lack of guardian- 

ship and accountability, as AI-driven tools and systems facilitate illicit activities. Expert 3 expressed rele- 

vant concern as follows: 

The task of monitoring the Dark Web for malicious activities, who is behind them, and where they 

are located, is becoming even more difficult…The issue of victimization from malicious activities is 

complicated; people are hesitant to report being victimized, and LEA and those in the criminal jus- 

tice system are hampered in being able to initiate investigations and commence legal proceedings 

against those who victimize others, whether individuals, NGOs or governments. 

Combating cybercrime is a Herculean task, primarily due to the anonymity it affords perpetrators, and 

the complex technologies involved. Given these challenges, the emphasis must be placed on advocating for 

and implementing better cyber awareness among users and organizations. This involves educating the pub- 

lic about potential risks, promoting best practices for online safety, and developing more robust virtual safe- 

guards. By enhancing cyber literacy and deploying advanced protective measures, we can create a more 

resilient digital environment capable of mitigating the risks associated with cybercrime. In addition to ad- 

vocating for enhanced cyber awareness and implementing technological safeguards, it is imperative to es- 

tablish comprehensive cybercrime-specific legislation to bolster our defenses against digital threats. Expert 

3 voiced the need for better cyber education and legislation: 

There needs to be significant changes to how we educate people about becoming more cyber-aware and 

cybersafe. Previous methods of providing “one-size-fits-all” cyber education have proven ineffec- 
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tive, and ignores different levels of understanding and willingness to engage in the world of technology, 

as it pertains to different generations. There is no comparison between how an older person and today’s 

younger generation use technology… As AI advances at a rapid pace, the need for change in legislation, 

and education, is paramount. 

While Expert 3 offers valuable insights into necessary steps, ethical considerations extend beyond mere 

governance to encompass a comprehensive understanding of technology on a global scale and the respon- 

sibilities incumbent upon tech leaders. Ethical deliberations must transcend regulatory compliance to ad- 

dress the broader societal implications of technological advancements (Whyman, 2023). Tech leaders play a 

pivotal role in shaping the ethical landscape by fostering transparency, promoting inclusivity, and prioritiz- 

ing the well-being of users and communities impacted by their innovations. Expert 5 emphasized the impor- 

tant role of tech leaders as follows: 

I think tech leaders themselves need to take a balanced approach and not chase unethical expansion of 

AI capabilities in the name of science and competitive advantage… AI needs to grow responsibly at a 

more reasonable speed which allows external reviewers to perhaps review the ethical data collection/ 

training practices of the company and a transparent documentation of all known uses of AI-facilitated 

data privacy/security/bullying/hate incidents. 

Discussions surrounding cybersecurity, responsibility, accountability, cyber-awareness, and legislation 

often feature prominently, with experts advocating for their critical roles. However, an intriguing perspec- 

tive brought forth by one of our experts introduces the concept of placing capable guardianship in the hands 

of artificial intelligence (AI) systems. This proposition suggests leveraging AI not only as a defensive tool 

but also as an active agent in safeguarding digital environments. Expert 2 stated: 

I believe the solution to countering malicious AI-produced material is, not surprisingly, AI itself. In oth- 

er words, by training models and tools to identify bad or fake content, we can cut down on the amount 

of time that that content is in circulation on the surface web by spotting it and then manually work- 

ing to remove it or take it down…. I think social media companies and web hosting companies would be 

wise to develop internal processes to address victimization now, while this capability is still relatively 

new. 

As the expert interviewees offered diverse perspectives and opinions, their insights collectively provid- 

ed valuable detail in understanding the complexities of the online lifestyle, media discourse, and the inad- 

equacies of current guardianship measures. By examining a range of viewpoints, we could gain a compre- 

hensive understanding of the multifaceted challenges surrounding AI and its integration into society. These 

insights emphasized the urgent need for proactive efforts to address issues such as data privacy, algorith- 

mic bias, and the ethical implications of AI-driven technologies. The insights from the expert panel were in- 

strumental in identifying actionable steps toward creating a more responsible and equitable AI ecosystem. 

Discussion 

To systematically examine AI-facilitate cybercrime on the dark and clear web, we employed a compre- 

hensive approach that combined quantitative and qualitative analysis. The quantitative analysis provided 
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valuable insights into the specific prompts and GPT-tools used for malicious purposes, as well as the trends and 

patterns in the spread of AI-driven cybercrime. By cataloging various cases from both clear and dark web, we 

gained extensive information on how AI is being leveraged in cybercriminal activities and established a foun- 

dational understanding of the scope and scale of relevant issue. Conversely, the qualitative interviews with ex- 

perts in the field offered nuanced insights that quantitative data alone could not capture. Through these in- 

terviews, we gained a deeper understanding of the motivations, tactics, and broader implications of AI-driven 

cybercrime. 

The inclusion of qualitative segment was important for several reasons. It allowed us to capture the 

complex and dynamic nature of cybercrime practices that quantitative data might overlook. Interviews 

with experts provided contextual richness and detailed explanations that helped to interpret the quantita- 

tive trends meaningfully. Also, qualitative insights were instrumental in identifying emerging threats and 

adaptive strategies employed by cybercriminals, which were not evident from the quantitative data alone. 

By integrating the quantitative and qualitative findings, we were able to construct a more comprehensive 

picture of the AI-facilitated cybercrime landscape. The quantitative data outlined the “what” and “how” of 

AI-driven cybercrime, while the qualitative insights explored the “why.” This dual perspective not only vali- 

dated our quantitative data but also suggested new avenues for further exploration. 

Theoretical and Practical Implications 

Together, the integrated findings suggest that the application of AI in cybercrime is multifaceted, in- 

volving both opportunistic and strategic elements that align well with the principles of Cyber RAT. Our 

findings confirmed the core tenets of Cyber RAT theory, specifically the relevance of online lifestyle and me- 

dia while providing important implications for further refinement of the theory. Our findings have signif- 

icant implications for continued research on cyber RAT. Findings suggest that AI technology adds a new 

dimension to the theory, where the convergence of capable offenders, suitable targets, and the absence of 

capable guardians is facilitated and exacerbated by sophisticated AI tools. Future research should consider 

the evolving nature of AI technology and its implications for cyber RAT, while exploring how advancements 

in AI might further influence the dynamics of cybercrime. 

Building on the integrated findings and their implications for cyber RAT, we propose the following 

practical recommendations aimed at addressing the growing challenges of cybercrime. These recommenda- 

tions encompass both collective and individual actions, with a focus on cultivating a secure online lifestyle 

and leveraging capable guardianship. Individuals and organizations can significantly reduce their suscepti- 

bility to cyber threats by emphasizing proactive measures such as cyber awareness education, adopting best 

practices for online safety, and implementing robust technological safeguards. Moreover, by advocating for 

the development and deployment of AI-driven solutions for cyber defense, it is important to bolster the re- 

silience of our digital ecosystem against evolving risks. Through these collective efforts, we hope to empow- 

er individuals to navigate the digital landscape safely while contributing to the broader goal of mitigating 

cybercrime risks and protecting against cyber victimization. 

Aligned with the Cybersecurity and Infrastructure Security Agency’s (CISA) commitment to enhancing 

awareness through the CISA Cybersecurity Awareness Program, we propose a multifaceted approach in- 

volving tailored awareness and cybercrime reporting initiatives in collaboration with various federal agenc- 
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ies. By moving away from a one-size-fits-all model, we can better address the specific cybersecurity needs of 

different age groups, facilitating a deeper understanding of the risks associated with their online behaviors 

and vulnerabilities to cyber threats. One example for educating children on safe internet use would be 

developing interactive educational games for school use that can ensure equitable access to cybersecurity 

learning opportunities. Additionally, leveraging initiatives such as Homeland Security Investigations’ 

iGuardians program can provide outreach efforts, educating individuals on the perils of online environments 

and empowering them to stay safe while reporting abuse and suspicious activities (Homeland Security 

Invesigations). Furthermore, targeting senior citizens with televised advertisements can effectively raise 

awareness of cyber threats and simplify the reporting process, addressing the FBI’s observation that seniors 

may be reluctant to report fraud due to a lack of understanding or feelings of embarrassment. 

While numerous corporate agencies are investing in LLMs powered by AI to identify malicious 

content, this technology remains largely confined to those corporations that both fund and integrate it. 

Unfortunately, its application is not widespread enough to effectively combat the transfer of malicious 

information from the dark web to the clear web. To address this gap, training an LLM model to target 

malicious content specifically from the dark web holds significant promise in mitigating AI threats and 

malicious activities. For example, in the fight against AI-generated child sexual abuse material, numerous 

academic institutions and corporations are developing LLMs specifically designed to detect such content 

(Thiel, 2023). This same principle can be extended to identify malicious content transferring from the dark 

web. 

Also, in conjunction with existing regulation, such as the Computer Fraud and Abuse Act, as well as 

state regulations pertaining to cyber trespassing, there is a pressing need for more tailored cybercrime 

statutes to regulate the dissemination of malicious acts (Congressional Research Service, 2014). Specific 

laws could be enacted to address the spread of malicious information and its various applications, 

particularly in relation to the misuse of AI and other emerging technologies. By implementing such 

legislation, policymakers can enhance the legal framework surrounding cybersecurity, effectively deterring 

and prosecuting malicious actors while safeguarding against evolving cyber threats. An example of this 

would be the Better Cybercrime Metrics Act, signed into law in 2022, which aims to bolster efforts in 

combating cybercrime and enhancing public safety against online scams (Schatz, 2022). Passed by the 

Senate in December and subsequently approved by the U.S. House of Representatives in March, the Act 

is to enhance data collection on cybercrimes and equip law enforcement agencies and policymakers with 

additional tools to address cyber threats effectively within the United States (Schatz, 2022). 

Limitations and Suggestions for Future Research 

Notwithstanding the implications, several limitations of the study must be acknowledged. First, the 

snowball sampling technique for expert interviews may have introduced potential biases, as the sample 

may not fully represent the broader community of experts in the field. This method, while effective in 

accessing knowledgeable individuals, may have limited the diversity of perspectives. Second, given the 

relatively recent widespread use of LLMs, expertise in this area is still developing. This may have affected 

the depth and breadth of insights obtained. Third, the use of Google Translate for non-English discussions 

on forums could have led to misinterpretations or a loss of nuance in the data. Language translation tools, 

while useful, may not capture the full context or subtleties of specialized or colloquial language, particularly 

in the context of cybercrime discussions. 
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These limitations highlight the need for further research that addresses these challenges. Future stud- 

ies should consider employing more diverse and systematic sampling techniques to capture a broader range 

of expert opinions. Additionally, as the field of AI continues to develop, ongoing research should incorporate 

the latest advancements and insights from emerging experts to ensure the relevance and depth of findings. 

Finally, the use of more sophisticated translation methods or native speakers in the research process could 

help address potential inaccuracies and enhance accurate understanding of non-English data. The current 

study provided a foundational understanding of the intersection between AI and cybercrime. Further re- 

search will be helpful in keeping pace with the rapidly evolving landscape of AI technology and relevant im- 

plications for cybersecurity. 

Conclusion 

The study highlights the critical need to prioritize individual cyber hygiene to mitigate the growing 

risks posed by AI-based threats. By investigating the digital transfer of AI-facilitated malicious information 

and content across the dark and clear web, this research shed light on the complex dynamics of cybercrime. 

Further, the mixed-methods approach, combining quantitative data with qualitative insights from expert 

interviews, provided a well-rounded understanding of the multifaceted nature of AI-related cyber threats 

and the strategies required to address them effectively. As AI becomes increasingly integrated to various 

aspects of life, potential avenues for misuse also grows, and a proactive approach is required to better safe- 

guard digital environments. Finally, our findings highlight the need for collaborative efforts between policy- 

makers, educators, and cybersecurity experts to develop robust frameworks for effective prevention. 
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